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Objectives

Our goals were to develop:

• A simple statistical method for the control of non-normal errors.

• A suitable method for any error model (parametric or non-parametric).

• A method that runs on the population and not on parameters of the population.

• A method valid for 1D, 2D and 3D data and any kind of geometries (e.g. points, line

strings, etc.).

• A method that allows to control the distribution of errors in several points (e.g. in

the mean, in the mean + 1 deviation, etc.).
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Positional accuracy is now of great importance
In general:
•Increase of use of GI implies increasing 
demand of quality.
•SDI need interoperability.
•GNSS allow everybody to get coordinates.

Demanding applications:
•Intelligence.
•Military applications (eg weapons and 
missiles) 
•Unmanned vehicles (UA). 
•Navigation.
•Precision farming.
•Etc.

Importance

Precision farming: seeder

𝜎𝜎𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝜎𝜎𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝜎𝜎𝑑𝑑𝑎𝑎𝑑𝑑𝑎𝑎𝑑𝑑𝑑𝑑𝑝𝑝𝑎𝑎𝑝𝑝

Quality control is needed¡¡¡¡
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There are many positional accuracy
assessment methods (PAAMs)
available:

• National Map Accuracy Standard (1947) by
USBB.

• Accuracy Standards for Large Scale Maps
(1990) by ASPRS

• Engineering Map Accuracy Standard (1983)
by ASCE

• National Standard for Spatial Data Accuracy
(1998) by FGDC

• STANAG 2215 by NATO.
• ASPRS Positional Accuracy Standards for

Digital Geospatial Data (2014)
• Etc.
• UNE 148002.
• Etc.

PAAMs
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Normality of errors (statistical model for the uncertainty)
A model is assumed in order to ease the analytical work and 
computations. 
The assumed model is the Gaussian (NORMAL).
Some times explicitly and others implicitly.

Many studies point out that this hypothesis is not true
Other statistical models for the uncertainty: 

• LIDAR (Maune, 2007):  non-parametric (distribution free)

•Manual digitizing (Bolstad et al 1990): Bimodal

•Digitizing (Tong & Liu, 2004): p-norm (Normal + Laplace)

•Geocodification (Cayo and Talbot 2003; Karimi and Durcik 2004, Whitsel et al. 2004): Log normal

• GNSS observations (Wilson, 2006; Logsdon, 1995): Raleigh, Weibull

• Other mentioned models are:  Folder normal, Half normal, Gamma

But PAAMs have problems:
PAAMs
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NMAS EMAS ASLMS NSSDA STANAG ISO 3951 ISO 2859

Issued by UBB ASCE ASPRS FGDC NATO ISO ISO
Year 1947 1985 1990 1998 2002 2013 1999

Scale All >20000 >20000 All <25000 "--" "--"
RMSE based No No Yes Yes No No No
Mean & Standard 

deviation based No Yes No No Yes Yes No
Counting based Yes No No No No No Yes

Implicit Normality of data No Yes No Yes Yes Yes No
Control/Estimation C C C E C C C
Isolated lot Yes Yes Yes Yes Yes Yes Yes
Lot by lot No No No No No Yes Yes

Recommended sample size -- >20 >20 >20 167 Variable Variable
Known error type I No Yes No Yes Yes Yes Yes
Known error type II No No No No No Yes Yes

Introduction
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PAAMs
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Normal distribution
The Normal distribution Is the basic distribution for error models.
• If each component of error follows a normal distribution model, all of them 

independents, we can assure that error is purely at random. 
• We can see that a variable error, 𝐸𝐸𝑚𝑚 is distributed according to a Normal distribution 

with parameters 𝜇𝜇,𝜎𝜎, if its density function is:

𝑓𝑓 𝑥𝑥 =
1

𝜎𝜎 2𝜋𝜋
exp −

1
2

𝑥𝑥 − 𝜇𝜇
𝜎𝜎

2

• In this expression:
• 𝜇𝜇 is the mean (of errors). If 𝜇𝜇 = 0 , there is no bias in the error distribution
• 𝜎𝜎 is the standard deviation of errors. The greater the value of 𝜎𝜎 is, the more 

probable to find big errors is. 
• The use of Normal distribution implies that errors have to have sign (positive-

negative, left-right
• This model is required in the majority of PAAMs.  
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Accuracy: The closeness of agreement between a test result 
and the accepted reference value. [ISO 3534-1]

Accuracy = Trueness + precision

Trueness:  The closeness of agreement between the average 
value obtained from a large series of test results and an 
accepted reference value.

Precision: The closeness of agreement between independent 
test results obtained under stipulated conditions.

Ideal situation

Bias component Random component

The Normal Distribution is a parametric model well suited 
for accuracy:

• 𝜇𝜇 is related to bias in the error distribution.
• 𝜎𝜎 is the RMSE of the mean of the distribution.
• 𝜎𝜎 is the error for taking the mean as representation 

of the population. 
• Mean = Mode = Median

Normal distribution
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If µ=0 :

ISO 19157 measures

Result = 𝑴𝑴𝑴𝑴 ± 𝑲𝑲𝜶𝜶 × σ𝝁𝝁

Where:

MV           Mean value (usually 0)

𝑲𝑲𝜶𝜶  Quantile (e.g. 95% )

σ𝝁𝝁 Mean Standard deviation

Normal distribution
The parametric model is very convenient because it allows you to easily know the 
probabilities.
There is a direct relationship between certain expansion factors of the standard 
deviation and the probability.  Confidence intervals

𝐼𝐼𝐼𝐼 1 − 𝛼𝛼 = [𝜇𝜇 − 𝐾𝐾1−𝛼𝛼 × ⁄𝜎𝜎 𝑛𝑛 ; 𝜇𝜇 + 𝐾𝐾1−𝛼𝛼 × ⁄𝜎𝜎 𝑛𝑛 ]
𝐼𝐼𝐼𝐼 1 − 𝛼𝛼 = [−𝐾𝐾1−𝛼𝛼 × ⁄𝜎𝜎 𝑛𝑛 ; 𝐾𝐾1−𝛼𝛼 × ⁄𝜎𝜎 𝑛𝑛 ]
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Name Probability Deviation
Circular standard error (σc)
Circular probable error (CPE, CEP)
Circular mean square positional error (MSPE)
Circular map accuracy standard (CMAS)
Three-five sigma error (3.5σ )

0.3935
0.5

0.6321
0.9

0.9978

1.0 σ
1.1774 σ
1.4142 σ
2.1460 σ

3.5 σ
Maling (1989)

ISO 19157 measures

Normal distribution
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Why is important the normality of error data?

• The Normal distribution It is the distribution of pure random processes for 

continuous variables.

• The Normal distribution Is very adequate to be applied to the description of 

measurement errors

• The Normal distribution Is the underlying statistical model for the majority of 

statistical analysis.

• The Normal distribution Is the underlying hypothesis for the majority of the PAAMs.

• The model is easy to use and well-known.

• The model adequately models bias and dispersion, the two major concerns in spatial 

error analysis.

Normal distribution



2nd INTERNATIONAL WORKSHOP ON SPATIAL DATA QUALITY Malta, February 2018

Quality control method for non-normal positional error 
data using a multinomial approach

13

Which is the origin of non-normal distributed data?

There are six main reason:
• Presence of too many extreme values

• Overlap of two or more processes

• Insufficient data discrimination (round-off errors, poor resolution)

• Elimination of data from the sample

• Values close to cero or natural limit

• Data follows a different distribution (e.g. Weibull, log-normal, 

exponential, Gamma, etc.)

One or more of these reasons can be present in our 

error data

Normal distribution
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How can affect my assessment non-normal distributed data?

• If the underlying hypothesis is normality, non-normal distributed data means that 

results are totally wrong.

How can be verified?

• They exist many statistical procedures to contrast this hypothesis. 

• Some of them are: QQ-plot, Shapiro–Wilk, Kolmogorov–Smirnov, Lilliefors, Anderson–

Darling, etc.

Normal distribution
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Source. Dewberry, (2004). Worcester County LIDAR 2002
Quality Assurance Report. Maryland Department of Natural
Resources.

Non-normal error data (free-distributed)
Examples

15
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Road

Buildings

Abrupt

Avila

Examples
Non-normal error data (free-distributed)
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Examples
Non-normal error data (free-distributed)
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(Hausdorff Distance)
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Examples
Non-normal error data (free-distributed)

2D

Source: Ariza-López F.J, García-Balboa J.L, Ureña-Cámara M.A,
Reinoso-Gordo F.J. (2012). Metodología para la evaluación de la
calidad de elementos lineales 3D. En X Congreso TOPCART 2012, 16-
19 Octubre, Madrid.

3D
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Conclusion

Why are important methods for dealing with non-normal error data?

• It is a very common situation when dealing with spatial data (e.g. Lidar).

• For the majority of situations, non-normal error data means non-parametric models, 

so new methods are needed.

• In the Big-data parametric models are not so useful, it is possible to work with the 

observed model.

Non-normal error data (free-distributed)
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100%

Multinomial approach
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Error: The difference between a measured value of a quantity and 
a reference value (conventional value or true value) [VIM 2007]

𝐸𝐸𝑝𝑝 = 𝑉𝑉𝑃𝑃𝑎𝑎𝑝𝑝 − 𝑉𝑉𝑅𝑅𝑅𝑅𝑅𝑅

Positional defectives

Observed distribution of errors

m
m2

m3

Base Model
Frequency of cases

[meters]
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Multinomial approach
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π  proportion of  positional 
defectives in the BaM established 
By the given Tol

Binomial Distribution

V 𝑋𝑋 = 𝑛𝑛𝑛𝑛𝑛𝑛E 𝑋𝑋 = 𝑛𝑛𝑛𝑛

Non-Positional defective

Let stablish a metric tolerance Tol.

π−1  proportion of  non-positional 
defectives in the BaM established 
By the given Tol
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Multinomial approach

Two tolerances

Three tolerances

k  tolerances

Base Model

Base Model

Three categories of errors

Four categories of errors
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• It is a multivariate extension of the Binomial Distribution 
• It appears when the result of an experiment can be classified 

into 𝑘𝑘 > 1 categories (When 𝑘𝑘 > 2 we obtain the binomial 
distribution), and each of them with a probability 𝜋𝜋𝑝𝑝 , 𝜋𝜋1 +
⋯+ 𝜋𝜋𝑘𝑘 = 1. 

• So, if an experiment is carried out N times, and the result is 
given by (𝑁𝑁1, … ,𝑁𝑁𝑘𝑘), the probability mass function is:

𝑃𝑃 𝑋𝑋1 = 𝑁𝑁1, … ,𝑋𝑋𝑘𝑘 = 𝑁𝑁𝑘𝑘 =
𝑁𝑁!

𝑁𝑁1! …𝑁𝑁𝑘𝑘!𝜋𝜋1
𝑁𝑁1 …𝜋𝜋𝑘𝑘

𝑁𝑁𝑘𝑘

Multinomial Distribution
Multinomial approach
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The two tolerances case
Multinomial approach

Relation between the tolerances (T1 and T2 ) and the “Normal distribution case”
Name Probability Deviation

Circular standard error (σc)
Circular probable error (CPE, CEP)
Circular mean square positional error (MSPE)
Circular map accuracy standard (CMAS)
Three-five sigma error (3.5σ )

0.3935
0.5

0.6321
0.9

0.9978

1.0 σ
1.1774 σ
1.4142 σ
2.1460 σ

3.5 σ

Example:
Let be σ= 2m
Consider that we want to ensure that the distribution of observed errors 
meets, at least, the following two conditions:
- At least 50% of the errors is less than T1 (CPE).
- At least 90% of the errors is less than T2 (CMAS).
In this case a T1 = 1.1774 x σ = 2,3548 m  Probability= 50%
In this case a T2 = 2.1460 x σ = 4,2920 m Probability = 90%

𝝅𝝅𝟏𝟏 = 𝟓𝟓𝟓𝟓𝟓
𝝅𝝅𝟐𝟐 = 𝟒𝟒𝟓𝟓𝟓 = 𝟗𝟗𝟓𝟓𝟓 − 𝟓𝟓𝟓𝟓𝟓
𝝅𝝅𝟑𝟑 = 𝟏𝟏𝟓𝟓𝟓 (𝟏𝟏𝟓𝟓𝟓𝟓𝟓 − 𝟗𝟗𝟓𝟓𝟓)

Product specifications
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The two tolerances case
Multinomial approach

Let be two metric tolerances: T1 and T2 

The following specifications (ISO 19131) for the product has been stated by the base model: 
• The proportion of error cases where 𝑬𝑬𝐢𝐢 ≤ 𝑻𝑻𝟏𝟏 has to be equal or greater than 𝝅𝝅𝟏𝟏
• The proportion of error cases where 𝑻𝑻𝟏𝟏 < 𝑬𝑬𝒊𝒊≤ 𝑻𝑻𝟐𝟐 has to equal or be less than 𝝅𝝅𝟐𝟐
• The proportion of error cases 𝑬𝑬𝒊𝒊 > 𝑻𝑻𝟐𝟐 has to be less than 𝝅𝝅𝟑𝟑

So we can classify the positional error 𝑬𝑬𝒊𝒊 in a control element into three categories: 
• small errors if 𝑬𝑬𝒊𝒊≤ 𝑻𝑻𝟏𝟏,
• moderate errors if 𝑻𝑻𝟏𝟏 < 𝑬𝑬𝒊𝒊 ≤ 𝑻𝑻𝟐𝟐, and 
• excessive errors if 𝑻𝑻𝟐𝟐 < 𝑬𝑬𝒊𝒊. 

To prove this a sample of size n is taken from a population of size N. So that:
• 𝒏𝒏𝟏𝟏 is the number of elements where Ei ≤ T1; 
• 𝒏𝒏𝟐𝟐 is the number of elements with 𝑻𝑻𝟏𝟏 < 𝑬𝑬𝒊𝒊 ≤ 𝑻𝑻𝟐𝟐, 
• 𝒏𝒏𝟑𝟑 the number of elements with 𝑻𝑻𝟐𝟐 < 𝑬𝑬𝒊𝒊.
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The two tolerances case
Multinomial approach

In order to perform a hypothesis testing both a statistics and a null hypothesis are needed.

The statistic:
The sampling statistics is: 𝝂𝝂∗ = (𝒏𝒏𝟏𝟏,𝒏𝒏𝟐𝟐,𝒏𝒏𝟑𝟑), so that 𝒏𝒏𝟏𝟏 + 𝒏𝒏𝟐𝟐 + 𝒏𝒏𝟑𝟑 = 𝐧𝐧. 
The parameters of the multinomial distributions are: N, 𝝅𝝅𝟏𝟏, 𝝅𝝅𝟐𝟐, 𝝅𝝅𝟑𝟑 = 𝟏𝟏 − 𝝅𝝅𝟏𝟏 − 𝝅𝝅𝟐𝟐.

The null hypothesis is:
- ℍ𝟓𝟓: The sampling statistics, 𝝂𝝂∗, has a multinomial distribution with parameters  

(𝐧𝐧,𝝅𝝅𝟓𝟓) = (𝝅𝝅𝟏𝟏𝟓𝟓,𝝅𝝅𝟐𝟐𝟓𝟓,𝝅𝝅𝟑𝟑𝟓𝟓) where 𝝅𝝅𝒌𝒌𝟓𝟓 = 𝑷𝑷𝒌𝒌/𝟏𝟏𝟓𝟓𝟓𝟓 and 𝝅𝝅𝟏𝟏𝟓𝟓 + 𝝅𝝅𝟐𝟐𝟓𝟓 + 𝝅𝝅𝟑𝟑𝟓𝟓 = 𝟏𝟏.

−ℍ𝟏𝟏: The alternative hypothesis is that the true distribution of errors presents more large errors 
than the specified under ℍ𝟓𝟓 At least one of these conditions: 𝝅𝝅𝟏𝟏 ≥ 𝝅𝝅𝟏𝟏𝟓𝟓 or 𝝅𝝅𝟐𝟐 ≤ 𝝅𝝅𝟐𝟐𝟓𝟓, or 𝝅𝝅𝟑𝟑 ≤
𝝅𝝅𝟑𝟑𝟓𝟓, is false. Here the alternative hypothesis specifies what we consider a worse situation, and 
this situation takes place when the proportion of elements with tolerance less than 𝑻𝑻𝟏𝟏 is less 
than 𝑷𝑷𝟏𝟏, or when the other two proportions account for more than 𝑷𝑷𝟐𝟐 or 𝑷𝑷𝟑𝟑, because this 
implies a worsening in tails. 
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The two tolerances case
Multinomial approach

P-value: This is an exact test, so the p–value is calculated as follows: 
Given the test statistics 𝝂𝝂∗ = (𝒏𝒏𝟏𝟏,𝒏𝒏𝟐𝟐,𝒏𝒏𝟑𝟑) we calculate the probability in the 
multinomial fixed by the null hypothesis to the obtained value and those counting of 
elements 𝐦𝐦 = (𝒎𝒎𝟏𝟏, 𝒎𝒎𝟐𝟐, 𝒎𝒎𝟑𝟑) that verify:
• 𝒎𝒎𝟏𝟏 < 𝒏𝒏𝟏𝟏
• 𝒎𝒎𝟏𝟏 = 𝒎𝒎𝟏𝟏 and 𝒎𝒎𝟐𝟐 ≤ 𝒏𝒏𝟐𝟐

Adding up the p-values of all the cases that verify these conditions and rejecting the 
null hypothesis if the p-value obtained (the sum) is less than 𝛂𝛂
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A proof
Example

Let be a product specification where T1= 𝟗𝟗.𝟐𝟐𝟒𝟒𝟑𝟑 m2 , T2= 𝟏𝟏𝟒𝟒.𝟓𝟓𝟎𝟎𝟓𝟓 m2

And Positional errors in X, Y and Z are considered to be distributed according to three Normal and 
independent distributions with µ=0 m and σ=1.5 m (Base Model). This is our ℍ𝟓𝟓. 

In this case, the composed quadratic error:
𝐐𝐐𝑬𝑬𝒊𝒊 = 𝑬𝑬𝑬𝑬𝒊𝒊𝟐𝟐 + 𝐄𝐄𝒚𝒚𝒊𝒊𝟐𝟐 + 𝑬𝑬𝑬𝑬𝒊𝒊𝟐𝟐

is distributed according to a Gamma distribution with parameters of shape K=3/2 and scale θ=4.5.

For this parametric model we know that:
• The probability that an element has a 𝐐𝐐𝐄𝐄 ≤ 𝟗𝟗.𝟐𝟐𝟒𝟒𝟑𝟑 m2 is 0.75
• The probability that an element has a 𝐐𝐐𝐄𝐄 ≤ 𝟏𝟏𝟒𝟒.𝟓𝟓𝟎𝟎𝟓𝟓 m2 is 0.90. 
In consequence, the error-cases quantities will follow the multinomial: M(n, 0.75, 0.15, 0.10).

Now, let consider the following three cases: 
• C#1. ℍ𝟓𝟓 is true. 
• C#2. The true model of the data errors is worse  there are higher number of positional 

defectives in p2 and p3. 
• C#3. The true model of the data errors is better  there are less number of positional 

defectives in p2 and p3. 
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A proof

The symbol “▫” means 𝑸𝑸𝑬𝑬 ≤
𝟗𝟗.𝟐𝟐𝟒𝟒𝟑𝟑 m2, the symbol “▪” 
means 𝟗𝟗.𝟐𝟐𝟒𝟒𝟑𝟑𝒎𝒎𝟐𝟐 ≤ 𝑸𝑸𝑬𝑬 ≤
𝟏𝟏𝟒𝟒.𝟓𝟓𝟎𝟎𝟓𝟓𝒎𝒎𝟐𝟐, and the symbol 
“■” means 𝑸𝑸𝑬𝑬 > 𝟏𝟏𝟒𝟒.𝟓𝟓𝟎𝟎𝟓𝟓 m2

Example

𝑪𝑪#𝟏𝟏 → 𝝂𝝂∗ = 15, 4, 1
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A proof

dmultinom (c(15,4,1), size=20, c(0.75,0.15,0.10))

= p-valuedmultinom (c(0,0,20), size=20, c(0.75,0.15,0.10))

dmultinom (c(13,6,1), size=20, c(0.75,0.15,0.10))

C#1

𝑪𝑪#𝟏𝟏 → 𝝂𝝂∗ = 15, 4, 1

Example

P-value for the exact test:

m1+m2+m3=20
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Lidar data
Example

Steep terrain
Minimum 0.00000  
1st Quartile 0.05798   
Median 0.09802   
Mean  0.11341  
3rd Quartile 0.14697  
Maximum 0.88501

Base Model

N = 190000, n = 4500
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Lidar data
Example

Considering this Base Model, we are going to proof the proposal for two 
cases:
• Case A: Null hypothesis is true
• Case B: Null hypothesis is false

Method  Simulation procedure:
• 2000 samples of sizes 20 and 60 are taken
• In each sample:

i. The estimator 𝝂𝝂∗ is calculated, counting the number of points whose 
value falls in each category

ii. The p-value is calculated applying the procedure above described 
(slide #).
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Lidar data
Example

Case A: Null hypothesis is true
I. At least the 80% of points present a value less than 0.161
II. Only the 5% of points present a value greater than 0,264

The proportion of times where the null hypothesis is rejected has to be 
approximately equal to the value of 𝛼𝛼 proposed (Null hypothesis true)

Alpha value
% of rejected samples

N=20 N=60
10% 9.45% 9.76%
5% 4.84% 4.35%
1% 1.12% 0.9%
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Lidar data
Example

Case B: Null hypothesis is false
I. At least the 80% of points present a value less than 0.15
II. Only the 5% of points present a value greater than 0.25

The proportion of times where the null hypothesis is rejected has to be greater 
than the value of 𝛼𝛼 proposed (Null hypothesis false)

Alpha value
% of rejected samples

N=20 N=60
10% 19.75% 29.70%
5% 11.05% 18.35%
1% 3.94% 5.25%
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Conclusions

• A new statistical method for positional control has been presented. 

• The method is simple and has a well-founded statistical base.

• This method can be applied to any kind of error model (parametric or non-

parametric) and to any kind of geometry (e.g. points, line strings, etc.) 

• This method can be applied to cases of any dimension (1D, 2D, 3D, …nD)

• The method allows to control the distribution of errors in several points. 

• The main strengths are:

-It is not linked to any specific statistical hypothesis on errors.

-Flexible in order to stablish the metric tolerances.

-Metric tolerances can be related to standard parametric error models.
35
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